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ABSTRACT

Simulating the implantation and thermal desorption evolution in a reaction-diffusion model requires
solving a set of coupled differential equations that describe the trapping and release of atomic species in
Plasma Facing Materials (PFMs). These fundamental equations are well outlined by the Tritium Migration
Analysis Program (TMAP) which can model systems with no more than three active traps per atomic
species. To overcome this limitation, we have developed a Pseudo Trap and Temperature Partition (PTTP)
scheme allowing us to lump multiple inactive traps into one pseudo trap, simplifying the system of
equations to be solved. For all temperatures, we show the trapping of atoms from solute is exactly
accounted for when using a pseudo trap. However, a single effective pseudo trap energy can not well
replicate the release from multiple traps, each with its own detrapping energy. However, atoms held in a
high energy trap will remain trapped at relatively low temperatures, and thus there is a temperature
range in which release from high energy traps is effectively inactive. By partitioning the temperature
range into segments, a pseudo trap can be defined for each segment to account for multiple high energy
traps that are actively trapping but are effectively not releasing atoms. With increasing temperature, as in
controlled thermal desorption, the lowest energy trap is nearly emptied and can be removed from the set
of coupled equations, while the next higher energy trap becomes an actively releasing trap. Each
segment is thus calculated sequentially, with the last time step of a given segment solution being used as
an initial input for the next segment as only the pseudo and actively releasing traps are modeled. This
PTTP scheme is then applied to experimental thermal desorption data for tungsten (W) samples
damaged with heavy ions, which display six distinct release peaks during thermal desorption. Without
modifying the TMAP7 source code the PTTP scheme is shown to successfully model the D retention in all
six traps. We demonstrate the full reconstruction from the plasma implantation phase through the
controlled thermal desorption phase with detrapping energies near 0.9, 1.1, 1.4, 1.7, 1.9 and 2.1 eV fora W
sample damaged at room temperature.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

radioactivity, many of the fundamental aspects of neutron damage
and tritium retention can safely be studied with the use of heavy

The modeling of tritium fuel trapping and retention within
neutron damaged W is of primary concern to next step fusion de-
vices. In addition to the degradation of material properties, the
accumulation of tritium has safety requirements regulated by the
Nuclear Regulatory Commission [1]. Aside from transmutation and
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ions and deuterium (D), respectively.

The primary experimental techniques for studying hydrogenic
retention in W are Nuclear Reaction Analysis (NRA) and Thermal
Desorption Spectroscopy (TDS). NRA utilizes a He ion beam to
probe the D concentration up to several microns in depth. This
technique does not differentiate as to which type of trap holds the
D, nor if it is in solution between lattice sites, but can infer the
spatial distribution of D contained within the damaged materials.
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With TDS, the sample temperature is linearly increased and the
surface flux of desorbed D is measured as a function of temperature.
The flux of D from the sample is complicated by the multi-step
migration process of diffusion, trapping, release, and eventual
surface recombination to escape the sample. By modeling these
coupled processes, TDS can reveal the energy required to escape a
given trap. The release behaves as an Arrhenius process, in that an
atom is trapped within an energy barrier and may escape once the
atom acquires enough kinetic energy via random collisions.

Previous experiments studying the release of D from W through
TDS have observed a range of release peaks at different tempera-
tures, leading to a variety of inferred detrapping energies ranging
from 0.65 to 2.4 eV [2—7]. Release peaks may shift in temperature
due to various experimental effects. In the case of heavy ion
damaged samples, the most significant factor that affects the
release peaks is the damage depth profile. Samples with D filling
traps formed by damage cascades deeper within the material will
have further to migrate before reaching the surface, and thus have a
higher probability of retrapping prior to reaching the surface,
which leads to a broadening of the release peak and a shift towards
higher temperature. Analysis of the release peaks is further
obfuscated by the overlapping and coupling of traps due to a range
of detrapping energies. In addition, traps with low detrapping en-
ergies may be missed entirely when sample temperature during
the atomic implantation phase approaches or exceeds its low
temperature release peak, preventing that trap from being popu-
lated and subsequently inferred through NRA or TDS
measurements.

Though no ion source will produce the same damage as 14 MeV
fusion neutrons 8, many of the resultant defects' fundamental
properties can be explored. We do note that experiments utilizing
ion damage may have experimental data that in turn produces
more reliable inferred detrapping energies. Samples with uniform
trap concentrations, such as undamaged or neutron damaged
samples, may never saturate the filled trap concentration causing
atoms escaping low energy traps to diffuse and further populate
high energy traps deeper into the material. This can result in the
filling of traps that are located beyond 10 um depth. The subsequent
TDS of such traps results in significant broadening of the release
peaks, causing adjacent peaks to overlap and further obscuring the
inferred detrapping energies. Unlike an undamaged or neutron
damaged sample, the damage profile from heavy ions has a distinct
depth and shape localized to the near surface region that can be
modeled with the Stopping Range of lons in Material (SRIM) [9].
Using this ion-induced damage spatial profile as a constraint, the
resultant release peaks seen in experimental TDS data have a
specific origin, increasing the confidence in the inferred detrapping
energies. Note that the dpa profile predicted by SRIM does not take
temperature into account [10]. The annealing of defects during or
post damage will alter the shape of the profiles for surviving
defects.

In order to infer the detrapping energies from TDS release peaks,
a reaction-diffusion model must be used to simulate the experi-
mental conditions. The Tritium Migration Analysis Program (TMAP)
is a well validated and verified code used extensively within both
the fission and fusion communities to simulate hydrogenic reten-
tion measurements [11—13]. The current version of TMAP7 can
model up to three coupled traps simultaneously and was used to
model the D implantation and thermal desorption phases of a
recent experiment [14]. In our present work, we find that three
traps cannot reasonably model the experimental data. To model a
larger number of traps concurrently within the TMAP7 framework,
we introduce a new PTTP scheme and show that it can effectively
model the trapping and release of D from damaged W that exhibits
trapping and release in six distinct traps.

2. TMAP7 simulation

As described in detail in Ref. [14], W samples were simulta-
neously damaged and annealed prior to D implantation in the
PISCES-E RF plasma device. The simulation of D retention in W can
be separated into three phases: the sample preparation, D im-
plantation, and thermal desorption of D. Phase 0, sample prepa-
ration, produces the initial concentration of various defects that act
as traps. Phase I, D implantation, entails the diffusion of D within
the W lattice and the gradual filling of traps encountered by the
diffusion front. Phase II, thermal desorption, is defined by the
release of D from filled traps by controlled heating of the W sample.
Table 1 below provides a summary of the relevant experimental
parameters utilized in this simulation. In what follows, the sample
damaged at room temperature is modeled.

Simulating the implantation phase, values for mean implanta-
tion depth (~4 nm) and surface ion reflection coefficient (~0.65)
were taken from Eckstein [15]. To achieve consistency between
modeled depth profile, thermal desorption, and experiment, either
recombination, reflection, or re-emission must be increased for
high incident ion flux during the implantation phase. The peak
solute D concentration in the implantation zone is limited by one of
these processes. This peak concentration also determines the D
gradient that in turn drives the overall D diffusing into the bulk
where it can be retained. Here the recombination coefficient could
be taken as instantaneous to shift the release rate limiting process
from surface release to diffusion. Instead, in order to retain the
physics of recombination during the thermal desorption phase, we
chose to increase the surface ion reflection coefficient (R) above the
quoted Eckstein value. The incident ion flux ratio, I'y, /T, that
penetrates the surface and is then implanted, was taken to be
8 x 1074, where Tj;/Tion =1 —R. This degree of reduction is
consistent with what was required to match results in other rela-
tively high ion flux experiments [16]. Note that a similar implan-
tation profile can be achieved using Eckstein's reflection coefficient
when recombination is neglected and instantaneous surface
release is modeled. The mechanism that reduces the D retained
during implantation needs further experimental investigation. This
is currently an unresolved issue that highlights the difficulty in the
application of reaction diffusion physics to the uptake of hydrogenic
isotopes in tungsten.

The D filled trap sites shown in the NRA experimental data
(thick black) in Fig. 1 occupy three different spatial zones: the near
surface implantation zone (~70 nm), the heavy ion damage zone
(~1 pm), and the intrinsic defects throughout the rest of the sam-
ple. The W samples were initially annealed below the recrystalli-
zation temperature, which leaves behind a presumably uniform
distribution of residual intrinsic defects. A uniform concentration of
intrinsic traps was therefore assumed throughout the 1.5 mm thick
sample. The spatial profile of D detected by NRA largely coincides
with the spatial location of heavy ion damage predicted by SRIM
[8]. As a result, in this work the concentration of Cu ion induced
defects shown in Fig. 1 is assumed to have the SRIM spatial profile
(red). Within 70 nm of the surface region, the NRA measurements
of D retention shows defects were created and populated by D
implantation, possibly due to lattice stresses induced by the inci-
dent plasma ion flux [6,17]. Shown on the log-log plot, the im-
plantation zone is a small contribution to the total D retention and,
therefore, simply modeled as a step function up to 70 nm. Since
NRA measures the sum of all D filled traps, the detrapping energy of
each trap cannot be determined without simulating the thermal
desorption phase. As such, the concentration of each trap within
each of these three zones is a free parameter, constrained by both
the sum of filled traps after implantation (i.e. the spatial D profile
from NRA) and the surface flux profile from TDS.
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Table 1

Summary of detailed experimental conditions used as inputs to the TMAP7 modeling.

Phase 0 (Sample Preparation)

1.5 mm thick polycrystalline W
Annealed at 1173 K

3.4 MeV Cu ion damage

SRIM disp. damage threshold of 90 eV
0.2 peak dpa (Kinchin-Pease)
Simultaneous heating during damage
Temperatures spanning 300—1243 K

Phase I (D Implantation)

D2 plasma exposure for 50 min
Flux average of 3.3 x 1020 D/m?
Fluence of 10*4 D/m?

lon energy 110 eV

Sample temperature 383 K

20 min to cool down to RT

NRA - D concentration up to 6 pm

Phase II (Thermal Desorption)

Linear temperature ramp 0.5 K/s
Peak temperature of 1273 K

= NRA Data
= TMAP Sim
-- .E1 =1.1[eV]

---E,=14][eV]
ES =1.9[eV]
—— SRIM DamageH

D Concentration [at %)]

107"

Depth [um]

Fig. 1. Traps 1-3 (dashed lines) are simulated using TMAP and the sum total (green) is
compared to experimental NRA data (thick black) with a NRMSE of 0.7. Note that the
heavy ion damage profile simulated in SRIM (red) defines the spatial profile of induced
traps used in TMAP shown with arbitrary units on the y-axis. (For interpretation of the
references to colour in this figure legend, the reader is referred to the Web version of
this article.)

In order to illustrate the need for the new approach proposed
here, we model the experiment utilizing TMAP7 with three
detrapping energies using an input file that was prepared with the
parameters outlined above. Relevant constants such as Anderls
recombination coefficient and the mass corrected Fraunfelder
diffusion constant are well outlined by Poon et al. [7]. Phase I and II
are simulated in order to establish a self-consistent solution to the
NRA and TDS experimental data. The resultant concentrations of
traps due to intrinsic defects and heavy ion damage present after
Phase 0 are assumed constant. The plasma exposure modeled in
Phase I produces further defects in the implantation zone. Due to
the high ion flux and rapid surface saturation, the defects induced
during Phase I likely formed in the first few seconds, relatively short
compared to the total exposure of nearly an hour. Therefore the
near surface implantation induced trap concentration is also
assumed to be constant and an initial condition prior to the start of
Phase 1.

In Figs. 1 and 2, the best-fit NRA profiles and TDS release history
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Fig. 2. The residual error (dashed red) shows the difference between the TMAP
simulated release peaks (green) and the experimental TDS data (thick black) with a
NRMSE of 0.7. (For interpretation of the references to colour in this figure legend, the
reader is referred to the Web version of this article.)

from the TMAP7 simulation are shown for a W sample damaged at
RT. Here the best-fit is determined by an iterative process of
adjusting the various free parameters (e.g. trap concentrations) and
comparing the resultant simulation against the experimental NRA
and TDS measurements. The experimental and simulation data
were interpolated on a finely spaced linear grid in order to deter-
mine the "Goodness of Fit.” The Normalized Root Mean Square
Error (NRMSE) was chosen as the figure of merit, where 1 would be
a perfect fit of simulation to experimental data. Relative to the
uncertainty in experimental NRA data, the three-trap TMAP fit to
the NRA trapped D profile is acceptable. However, the thermal
desorption profile obtained from the same sample, seen in Fig. 2,
has a significant residual error that measures the unaccounted
trapping and suggests the presence of more than three detrapping
energies.

In recent work [14], we showed that three release peaks were
clearly observable in the TDS data and well fit by three Gaussians.
Initially, the area under each Gaussian was used to constrain the D
inventory for each trap. Subsequently, the experimental conditions
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were simulated with TMAP7 as described above; however, the
calculated TDS profile could not accurately replicate both the
experimental NRA and TDS data as seen in Fig. 2. In retrospect, the
Gaussians were found to be unphysical in that their width were not
the result of only three traps. Relaxing the total area constraint and
thereby allowing the traps to vary in concentration does not yield a
better fit. Only when using unphysical values, by significantly
decreasing the diffusion coefficient or ignoring the NRA profile to
increase the depth of trapped D could we broaden the release peaks
to match the experimental TDS data.

Further examination of the TDS data suggests the existence of
additional traps. In particular, although not easily seen in the total D
flux, the D2 and especially the HD flux reveal additional release
peaks as shown in Fig. 3. These results suggest the presence of six
release peaks with distinct detrapping energies. Here we note that
the lowest release peak in the present TDS data is not well resolved
and may occur at a slightly lower temperature since it is only
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Fig. 3. The experimental TDS data for a) D2 and b) HD fluxes released from dynami-
cally annealed damaged W. Samples damaged with Cu ions at RT (blue), 573 K (cyan),
873 K (green), and 1243 K (red) show reduced D retention. Release peaks identified by
eye are marked near 425, 500, 640, 730, 840 and 940K (vertical dashed black). (For
interpretation of the references to colour in this figure legend, the reader is referred to
the Web version of this article.)

partially filled and obscured by the next nearest peak at 500 K. As
mentioned previously, the values used to model the detrapping
energies associated with these release peaks range from 0.65 to
2.4eV [2—7]. The lowest and least resolved peak has an energy
below the ~1.1 eV associated with the 500 K peak. These two peaks
are clearly the dominant traps present in undamaged W. The four
higher temperature release peaks are due to the heavy ion induced
damage. Assuming that the spatial distribution for these four traps
follows the damage profile computed with SRIM as shown in Fig. 1,
and using the previously quoted values, the rest of the detrapping
energies appear to be near 1.4, 1.7, 1.9, and 2.1 eV. While these
detrapping energies are initially a free parameter, they are con-
strained by the complete experimental data set for all the TDS
profiles annealed at various temperatures seen in Fig. 3. Motivated
by the desire to model the D release from all six traps seen here in a
manner that is consistent with NRA profiles and physically plau-
sible diffusion rates for D in solution, we developed the PTTP
scheme described below.

3. Expanding TMAP?7

To expand the capabilities of TMAP7 we developed a PTTP
scheme that simplifies the system of equations. Note that the
source code was not modified, instead only the input files were
adjusted. This scheme works by redefining the traps to be modeled
into two classes: a class of actively releasing traps and all remaining
traps that are lumped into a single class within a pseudo trap. This
class of pseudo traps can actively trap D in solution, but have high
enough detrapping energies so that trapped D atoms are not
appreciably released at the current sample temperature. All of the
primary equations utilized in TMAP are further defined in the TMAP
user manual [12]. In this section, we discuss the mathematical
model in detail in order to clearly define the pseudo trap concept
and explain the applicability of the model to experimental results.

TMAP models the migration of hydrogenic species as the tem-
poral evolution of the solute concentration, Cs. The first term on the
right hand side is the one-dimensional Fickian diffusion equation,
where D is the diffusion constant:

aCs_ d dCS m aCk
R‘&(Dﬁ>+5rl Bt M

k=1

The source of solute, Ss, models the implantation of atoms
during plasma exposure. The last term accounts for the interaction
of solute with m distinct traps, where Cy denotes the filled con-
centration for the k™ trap. The sum of all traps, 1 through m, act as
a sink or source when solute is lost to empty traps or released from
filled traps respectively. This competition between the trapping
rate, R}, and release rate, R}, determines the time dependence of all
filled traps:

> Bk 3 (R - RY) (2)

k=1 k=1

Between trap sites, the solute concentration diffuses at a rate
determined by the diffusion constant renormalized by the lattice
parameter, A. The probability of finding an empty trap of type k is
the difference between the total concentration of the k*™ trap, c,
and the filled trap concentration, Cy, normalized by the number
density, Nw. Therefore the total trapping rate, summed over all m
traps, is due to the probability of the diffusing solute finding an
empty trap:
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Z Z CkN Ck (3)
k=1 w

k=1

Noting that the summation can easily be applied to a subset of
the total number of traps, we can separate the total trapping rate:

m
ZRE(:

k=1 k=

n-1
Rf(+ZRk ZR +R, (4)
1 k=n k=1
Without any approximation, this allows us to expand the total
trapping rate into the trapping rate due to individual traps span-
ning 1 ton — 1 and a pseudo trap accounting for all additional traps
ranging from n to m, as shown in eq. (4). It is useful now at this
point to assume, again without loss of generality, that the detrap-
ping energies are ordered from lowest to highest, i.e. k = 1 denotes
the lowest detrapping energy, k = 2 denotes the next lowest, and
so forth, with k = m denoting the deepest (i.e. highest energy) trap.
Here we define the pseudo trap concentration as the sum of con-
centrations across all traps spanning n to m for both the total and
filled concentrations respectively:

Co= Zco,cp ch (5)

k=n

With these definitions for the pseudo trap concentration, the
trapping rate due to the pseudo trap, R:,, is given by:

m 0 0
Ri=De 3h G- G_D GG (6)
A k=n Nw X Nw

Again, we point out that these expressions are exact.

Next we turn our attention to the release of atoms from filled
traps. The atoms held in a trap, Gy, have a probability to escape that
is a thermally activated Arrhenius process, the release rate coeffi-
cient. The pre-exponential factor is the attempt frequency, vg, and
the detrapping energy, Ey, is the barrier to activation. The total
release rate is then given by the sum:

iR’ =iv exp “Ei\ ¢ (7)
& k 0 kBT k

k=1

Utilizing the previously defined pseudo trap in eq. (5), we would
like to separate the release rate the same way as was done for the
trapping rate. However, here the summation cannot be pulled
through since the likelihood of release from the Kk trap is
dependent on the corresponding detrapping energy, Ey. As such,
the first n — 1 terms are exact while the pseudo release rate, R;,
must be an approximation:

m n-1
I;R{(ZI;RI(+ZRI( ZR +R; (8)

k=n

Based on the release rate shown in eq. (7), it is reasonable to
conjecture that the release rate for the pseudo trap also follows an
Arrhenius dependence on temperature, o(T), and the filled pseudo
trap concentration:

> Ri =R}, = a(T)Cp 9)
k=n

To determine the form of the approximation, we consider the
two limiting cases. First, the extreme where all traps spanning n to
m are completely empty is automatically satisfied by eq. (9)
because the concentrations vanish. The second extreme of a

completely filled pseudo trap, where Cy :Cﬁ for k = n to m, yields
the following:

kZ Voexp(k ;) G = a(T)CY (10)

Solving for o(T) and rewriting equation (9), the pseudo trap
release rate can be defined in terms of the total trap concentrations
and the Arrhenius behavior of each trap spanning n to m:

[Zvoexp<k ,if) Eg} G (11)

k=n

Once again, Cp denotes the filled pseudo trap concentration, and
Cg denotes the total pseudo trap concentration. The result is an
effective pseudo trap release rate that is given by the weighted
average of the probability per unit time that a trapped particle
escapes from the k™ trap multiplied by the relative concentration
of the k™ trap.

With the assumed ordering of the trap energies, the error of the
approximate release rate introduced by using this pseudo release
rate is dominated by the lowest trap energy:

En G
Aerror = Z l{r — Rr ~V0exp(l( T) |:C Cp:l (12)

k=n

The primary motivation for using the pseudo trap is to exploit
the fact that, relative to the sample temperature, traps with deep
detrapping energies (i.e. high temperature release peaks) are nearly
indistinguishable in that the release probability is small for all such
traps. For instance, one measure of a trap is its residence time, the
average time an atom spends in a trap with energy Ej calculated as
the inverse of the release rate coefficient. During the implantation
phase, at a specific temperature, a pseudo trap can be chosen to
span the detrapping energies with residence times approaching or
exceeding the total implantation time. This condition ensures that
any atom that falls into a pseudo trap stays trapped for the duration
of implantation. A diffusion front progresses into the material filling
low energy traps partially and fully filling the higher energy traps.
The approximation becomes an exact solution when the pseudo
trap is completely filled, as seen in eq. (12). Furthermore, the low
pseudo release rate is accurate until the sample temperature is
raised to the point where the pseudo trap begins to appreciably
release during the thermal desorption phase. This is when the re-
allocation of a given trap from the pseudo trap population to the
active trap population must occur.

4. Verification of the PTTP scheme: simulating 3 traps with 2
traps

To verify that the PTTP scheme used in TMAP7 can model
multiple traps with one pseudo trap, we outline the simulation of a
system of 3 traps with well separated detrapping energies using
only 2 traps within the TMAP7 model (referred to in this discussion
as the pseudo solution). We then compare the pseudo solution with
an exact solution obtained by using TMAP7 with 3 traps applied to
this same system. This numerical exercise demonstrates the
concept and outlines the PTTP scheme. For brevity, we choose to
use the experimental conditions and simulation inputs previously
outlined in section 2. That is, we reuse the trap concentrations for
the best fit with 3 traps to the release of D from a W sample sub-
jected to Cu ion beam damage at RT.

During D implantation in Phase I, traps 2 and 3 have residence
times that exceed the total implantation time as seen in Fig. 4,
which shows the total implantation duration (green horizontal
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Fig. 4. The calculated residence times for traps 2 and 3 exceed total implantation time
(horizontal light green) for the implantation temperature (vertical grey). (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the
Web version of this article.)

line) for a sample held at 383 K (grey vertical line). Thus D atoms
that are trapped in these two traps essentially stay there for the
duration of the implantation. It thus stands to reason that the
populations trapped within these two distinct traps can be viewed
as a single population that is trapped for long periods of time.
Incorporating this assumption into TMAP7, we simulate the diffu-
sion and trapping of the implantation phase with trap 1 and a
pseudo trap composed of traps 2 and 3, yielding the result shown in
green in Fig. 5. Comparing this pseudo solution to the exact result
also shown in Fig. 5 demonstrates that simplifying the set of
equations with a single pseudo trap accurately reproduces the
exact solution of the D depth profile with a residual error across the
entire trapped D profile that is well below 1%.

Next, we apply the TMAP7 model to Phase II of the experiment,
i.e. the controlled thermal desorption step. Below a temperature of
555K there is little deviation between the surface flux of the exact
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Fig. 5. The residual error (dashed red) between the exact (thick black) and pseudo
(green) solutions for the D depth profile (i.e. after the implantation phase). Note that
the exact solution is the sum of D filling traps 1—3, whereas the pseudo solution is the
sum of trap 1 and the pseudo trap. (For interpretation of the references to colour in this
figure legend, the reader is referred to the Web version of this article.)

and pseudo solutions as shown in Fig. 6. In this temperature regime
only trap 1 is releasing while traps 2 and 3 are not appreciably
releasing particles. We note that a transition occurs near a tem-
perature where the pseudo trap begins to appreciably release, in
this case a temperature near the trough between the first and
second release peaks. We choose to define this as a transition
temperature, that is the temperature where the exact and pseudo
solutions begin to deviate significantly. As noted previously, the
lowest energy trap within the pseudo trap dominates the error and
produces the large secondary peak in Fig. 6.

Fig. 7 plots the total inventory of atoms held in each trap as a
function of desorption temperature. The trap inventory is a better
measure of release than the surface flux, since the latter is coupled
to the diffusion and recombination processes. It can easily be seen
that the pseudo trap begins to release at a transition temperature of
555K (vertical dashed orange). Failure to account for the onset of
this release process causes the pseudo-solution to then signifi-
cantly deviate from the exact solution.

To recover the correct desorption profile, the model must be
modified at this transition temperature to account for the onset of
release from the higher energy traps. Examining Fig. 7, we note that
at the transition temperature, trap 1 is nearly empty. Above the
transition temperature, we can therefore safely neglect this lowest
energy trap from the subsequent time evolution of the coupled
equations, and in this simple example we can separate trap 2 out of
the pseudo trap, leaving trap 3 explicitly within the pseudo trap.
Solving the resulting two equations for the evolution of trap 2 and
the remaining pseudo trap (which in this simple example only
consists now of trap 3) then yields the PTTP scheme TDS profile
shown in Fig. 8. Note that this approximate solution has only a
minimal deviation from the exact solution obtained by tracking the
evolution of all three traps simultaneously. This simple example
therefore demonstrates that, as long as the lowest energy active
trap can be considered to become depopulated before the next
higher energy trap begins to release atoms, then this PTTP scheme
can reduce the number of equations to be solved at any given
temperature.
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Fig. 6. The pseudo solution (green) with no temperature partition begins to deviate
from the exact solution (thick black) as the temperature approaches the second release
peak, which activates the lowest energy trap contained within the pseudo trap. (For
interpretation of the references to colour in this figure legend, the reader is referred to
the Web version of this article.)
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== TMAP Exact total
---E =1.1[eV]
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— TMAP Pseudo total ||
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Trap Inventory :f Ct dx [1 020 D/m2]
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Fig. 7. The D inventory of each trap displays the trapping and release directly, without
the effects of diffusion and surface recombination shown with the surface flux in Fig. 6.
The total inventory for the exact solution (thick black) is the sum of traps 1—3, whereas
the pseudo solution (dark green) is the sum of trap 1 (dashed blue) and the pseudo
trap (dashed light green). The total for the exact and pseudo solutions deviate near the
peak of the pseudo trap at 555K (vertical dashed orange). (For interpretation of the
references to colour in this figure legend, the reader is referred to the Web version of
this article.)
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Fig. 8. PTTP scheme (green) applied using 2 traps at any given temperature. Below
555K (vertical dashed orange), traps 1 and pseudo are modeled. Above 555K, only
traps 2 and 3 are modeled. The residual error (dashed red), magnified by 10, with
respect to the exact solution (thick black) occurs primarily near the transition. (For
interpretation of the references to colour in this figure legend, the reader is referred to
the Web version of this article.)

5. Using the PTTP scheme to model D retention in damaged
W with 6 traps

The results shown in Fig. 3 shows that the displacement-
damaged W has six effective detrapping energies. This then sug-
gests that we take the PTTP scheme further by incorporating
additional traps to account for these six traps. Here we describe
how the PTTP scheme can be used with TMAP7 to model the
trapping and release of D from six distinct traps, and successfully
reconstruct the implantation and thermal desorption of D in the RT
damaged W sample described in Ref. [14].

As previously stated for the 3 trap TMAP simulation, the three
spatial zones for traps have respective concentrations for each trap.
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Fig. 9. The calculated residence time for traps 3—6 exceed the total implantation time
(horizontal light green) for the implantation temperature (vertical grey). Thus traps
3—6 can be well modeled as one pseudo trap in the implantation phase. (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the
Web version of this article.)

In this case, for six traps, the total number of adjustable concen-
trations is 18; we can simplify the modeling as follows. First it is
reasonable to assume all 6 traps have a spatially uniform intrinsic
background concentration. Second, from the undamaged W control
sample, the near surface D concentration peak seen in the experi-
mental NRA profile only shows a significant TDS release peak at low
temperature. This observation then suggests that traps with the
first three energies (0.9, 1.1, and 1.4 eV) are associated with near-
surface plasma ion implantation induced defects. These are likely
dislocations for the two lower and mono-vacancies for the last
detrapping energy [6]. Similarly, comparing the TDS release peaks
from undamaged and damaged samples suggests that only traps
3—6 are associated with energetic heavy ion induced damage.
Therefore the number of free parameters is reduced from 18 to 13.
Noting the previously quoted detrapping energies in similar ex-
periments [2—7], the energy values are selected to correspond to
the release peaks seen in the TDS data as shown in Fig. 3. We can
then use these energies together with the known material prop-
erties to estimate the residence times for these traps. We find that
during the D implantation phase, traps 3—6 fulfill the residence
time requirement for the PTTP scheme as seen in Fig. 9 and thus we
can lump these traps together into a single pseudo trap that will
represent the net trapping effect due to all high energy traps. Note
that all traps included in the pseudo trap have even longer resi-
dence time when held at RT. Only the lowest energy trap modeled,
k=1 may have appreciable release in the time between implan-
tation and NRA.

Modeling active traps 1 and 2, together with this pseudo trap
accounting for the higher energy traps (which do not release at the
temperature of the implantation process) within TMAP7 then re-
sults in the modeled D profile arising from the implantation phase
shown in Fig. 10. Comparing the result to the experimental NRA
data in Fig. 10 shows reasonably good agreement, both in the first
~1 um region where most of the trapped D resides and deeper into
the material where D is trapped in the lower level of intrinsic traps.

Fig. 11 illustrates the total D held in each trap during the TDS
release phase. Here the total inventory for trap k is simply the
spatial integration of that traps filled concentration, Cy, inferred
from fitting the NRA profile as shown above together with the
measured TDS release data. Initially the same trap scheme as used
in the implantation is followed, with traps 1 and 2 modeled as
active traps and the pseudo trap containing traps 3—6 (which at
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Fig. 10. The total D concentration simulated with PTTP (green) is the sum of all 6 trap
concentrations (dashed lines) after the implantation phase. The pseudo trap is sepa-
rated into its constituent traps 3 through 6. The NRMSE for the PTTP simulation is 0.7
with respect to the experimental NRA data (thick black), where 1 is a perfect fit. (For
interpretation of the references to colour in this figure legend, the reader is referred to
the Web version of this article.)
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Fig. 11. The total D inventory in each trap as well as the total inventory (thick black).
The discontinuity of the pseudo trap (dashed green) is due to removing the lowest
energy trap in the pseudo trap at each transition temperature (vertical dashed orange).
Also note that the lowest energy trap in each segment is neglected as it asymptotically
approaches zero concentration at each transition temperature. (For interpretation of
the references to colour in this figure legend, the reader is referred to the Web version
of this article.)

low temperature do not release any D). As the temperature in-
creases to 470K, trap 1 is nearly empty, and the pseudo trap begins
to significantly release D. At this transition temperature, trap 1 is
removed from the simulation and the pseudo trap is adjusted to
remove trap 3, which now becomes an active trap that releases
(and traps) D atoms. The simulation continues into the next tem-
perature segment with traps 2 and 3 as well as the adjusted pseudo
trap, which now contains the summation of traps 4 through 6. The
process continues with each additional temperature segment as
shown in Fig. 11, each time removing the lowest remaining
detrapping energy and adjusting the pseudo trap until eventually
only traps 4, 5, and 6 remain in the final segment. The resulting
desorption profile is compared to the experimental TDS data shown
in Fig. 12. The results show that the residual error was significantly
reduced from 25% to 4% utilizing 6 traps instead of 3.
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Fig. 12. The full PTTP simulation (green) with 6 traps compared to experimental RT
damaged W (thick black). The residual error (dashed red) is 4% and the NRMSE is 0.95.
(For interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

6. Discussion

The applicability of this PTTP scheme is dependent on the overlap
of release from traps with the lowest and the highest detrapping
energies within a temperature segment. The error has two sources.
First, neglecting the lowest detrapping energy by removing it from
the set of coupled equations at the transition temperature cuts off
the asymptotic tail of its release. Second, approximating the highest
detrapping energy which is beginning to release within a tempera-
ture segment (i.e. the lowest detrapping energy within the pseudo
trap) introduces the previously quantified error in eq. (12). The error
increases when the tail of the release from the lowest energy trap
overlaps significantly with the onset of release from the pseudo trap.
That is, the detrapping energies and thus the release rate must be
sufficiently separated. For instance, a separation of 0.05eV while
using 3 traps at a time would result in significant overlap of release
during the TDS phase for the pseudo and lowest trap. Presented in
Figs. 11 and 12, the ~ 0.2 eV separation of detrapping energies
ensured the lowest energy trap was nearly depopulated before the
appreciable release of the pseudo trap. Unlike simply summing the
release of uncoupled traps, this scheme retains the majority of the
coupled trap interactions that occur.

The same methodology can be used to model multiple traps for
other materials/solutes as well as adapted to other migration codes
to improve the speed of simulations. It is well known that the
additional coupled differential equations can significantly increase
computation time. Both a high number of steps chosen in the dis-
cretized spatial grid or a large number of inactively releasing traps
would be reasons to implement the method. That is, the compu-
tations saved using this method can be weighed against the addi-
tional computation needed to verify what temperature to transition
and adjust the pseudo trap.

We note that there are other computational codes capable of
solving systems involving more than three traps, but few of them
have been recognized as verified and validated over as wide a range
of experiments as TMAP. There are also several advantages to the
use of TMAP7. A key feature of TMAP is the speed of simulations
that can be run on a single processor. Lastly, we reiterate that the
PTTP scheme does not fundamentally change the reaction-diffusion
equations used in TMAP7. Instead, the scheme provides the
framework to reduce the number of equations needed to model the
trapping and release of solute atoms.
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7. Summary

Utilizing TMAP7, we showed that three detrapping energies can
not accurately represent the observed NRA and TDS profiles from
our recent experiment [ 14]. By re-evaluating the HD flux of the TDS
profiles, at least 6 distinct release peaks are observable. In order to
simulate the experiment with only 3 traps at a given time, we
developed a PTTP scheme to model multiple traps with a reduced
number of equations. We further outlined the criteria by which to
switch off inactive traps and track the most active traps. While this
method introduces an error into the implantation and TDS phases,
we show how to minimize the error through partitioning the
temperature into segments. Lastly, the PTTP scheme was applied to
simulate and experiment and shown to fit the data well.
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